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ABSTRACT: Identification of protein–protein interactions (PPIs) is at the center of molecular biology considering the unquestionable role of proteins in cells. Combinatorial interactions result in a repertoire of multiple functions; hence, knowledge of PPI and binding regions naturally serve to functional proteomics and drug discovery. Given experimental limitations to find all interactions in a proteome, computational prediction/modeling of protein interactions is a prerequisite to proceed on the way to complete interactions at the proteome level. This review aims to provide a background on PPIs and their types. Computational methods for PPI predictions can use a variety of biological data including sequence-, evolution-, expression-, and structure-based data. Physical and statistical modeling are commonly used to integrate these data and infer PPI predictions. We review and list the state-of-the-art methods, servers, databases, and tools for protein–protein interaction prediction.
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1. INTRODUCTION
Completion of the genome sequencing for more than 200 organisms in addition to human genome uncovered that the phenotypical complexity cannot be explained by the number of genes of the organism. This finding revolutionized the systems biology era, and the postgenomic events took extra attention toward explaining the phenotypical complexity. One of the mechanisms amplifying the complexity is alternative splicing.1 More than 90% of all human genes are estimated to generate alternatively spliced mRNA isoforms.1 Despite ~20 000 protein coding genes in the human genome, 196 345 different transcripts have been released from these genes in Ensembl database (GRCh38, version 77)2 that contribute to the diversity of the human proteome. Very recently, two proteome map drafts have been released as a complement to the available genome and transcriptome data and confirmed that the protein translation of more than 90% of the human genes exists.3,4 Further, post-translational modifications (such as phosphor-
ylation, acetylation), tissue specificity, and cellular localization majorly contribute to the complexity.

Another contributor is the communication between proteins. Proteins do not act in isolation, and more than 80% of all proteins in the cell interact with other molecules to get functional. A broad range of cellular processes including signal transduction, cell-to-cell communication, transcription, replication, and membrane transport are achieved by protein interactions. Protein interactions tell us how proteins come together to construct metabolic and signaling pathways in order to fulfill their functions. Dysfunction or malfunction of pathways and alterations in protein interactions have shown to be the cause of diseases, such as neurodegenerative diseases or cancer. Although solving the proteome is much harder than the genome, having a complete map of protein interactions is even more difficult because of the temporal and spatial heterogeneity in protein interactions. Some protein interactions are transient where protein partners associate and dissociate temporally. In addition, proteins may need to be chemically modified such as phosphorylated to interact with their partners. Another constraint is the localization and transportability of the proteins. Proteins that are expressed in completely different locations and not transported to other locations may never associate although their interaction is possible physicochemically. Also, the expression levels of the proteins vary across different tissues as the proteome maps illustrated; therefore, protein interactomes are not the same in all cell types. Further, proteins are prone to changes in their three-dimensional structure, which directly changes their binding preferences.

The complete map of protein interactions that can occur in an organism is called the interactome. As of 2006, available PPI data was estimated to represent only 10% of all PPIs in human, which is believed to be a small portion of all PPIs and may not be a good representative set of the complete interactome. Still the known part of the interactome is valuable for explaining biological processes such as the molecular level links between diseases and proteins. While the exact number of human PPIs is unknown, estimates range from hundred thousands to around a million. Further, protein–protein interactions are dynamic. They might change depending on the condition and state of the cell as explained above. This heterogeneity leads to difficulty in PPI detection techniques and thus in definition of an interactome. Pairwise protein interactions can be detected with high-throughput or low-throughput experimental techniques. Recently, Rolland et al. tested potential interactions between proteins of ~13,000 genes. They reported 13,944 high-quality human binary protein–protein interactions between 4303 proteins. Actually, the number of possible binary interactions among the products of ~200,000 transcripts might be much larger.

It is still an open question whether a complete interactome will ever be found by experimental techniques. Predictive methods became increasingly popular in the systems biology era to reveal the interaction principles at multiple scales, to detect new interactions, and to construct structural assemblies.
and networks of proteins. However, one should keep in mind that computational methods will only be better and cover more interactions with the help of reliable experimental data. We believe that a collective effort between the experiments and computations can make it possible to have a near complete set of interactions.

This review provides available methods to predict interaction of protein pairs, binding regions, and structural assemblies of proteins. Given the incomplete knowledge of PPIs and the interactome, in silico approaches emerge to fill out the gap and assist in reconstructing pathway maps. As illustrated in Figure 1, there are several types of methods aiming to solve the prediction of protein interaction problem. These methods can be classified into four groups based on the question they are addressing: (i) Which proteins interact with which others? (ii) What are the types of interactions and their importance? (iii) At which region of a protein does the binding occur? (iv) How strong is the interaction between two proteins which implies the importance of binding energies?

2. EXPERIMENTAL DETECTION OF PROTEIN INTERACTIONS

Pairwise protein interactions can be detected with high-throughput or low-throughput experimental techniques. Most detection methods are based on genetic or biochemical techniques; for a comprehensive review of the methods and their applications, please see refs 13 and 14. The most popular experimental methods for protein interactions are the yeast-
two-hybrid (Y2H) system, affinity purification followed by mass spectrometry (AP-MS), and literature-derived low-throughput experiments. The Y2H system is a genetic, high-throughput technique to detect direct interactions between proteins in vivo. The main challenge in the Y2H system is the failure of the technique to detect direct interactions between proteins in vivo. For example, mammalian proteins expressed in completely different cellular compartments and at different time points can be detected as interacting by the Y2H system which produces false positives. Also, detection of interactions occurring after post-translational modifications is not possible with the Y2H system, which leads to false negatives. This leads to decreased overlap between different protein interaction data sets. For example, the overlap between yeast interactomes obtained by Ito et al. and Uetz et al. is only 20%, although they use the same 6000 open reading frames (ORFs) in their experimental setup. The overlap between different protein interaction data sets for example, the overlap between yeast interactomes obtained by Ito et al. and Uetz et al. is only 20%, although they use the same 6000 open reading frames (ORFs) in their experimental setup. Although the false positives included in the Y2H system are estimated to be 25–45% of the identified interactions, the quality of Y2H data improved over time. The other drawback of the Y2H system is that it can only identify binary interactions. The other technique AP-MS is a proteomic high-throughput approach and performs well in characterization of stable protein complexes or molecular machines under ‘native’ conditions. Compared to the Y2H system, transient interactions are less represented in the AP-MS approach. An additional drawback is that indirect (non-physical) interactions can be included with AP-MS, because co-purification does not always imply a physical interaction, and to identify the type of the interaction, detailed information about the protein complex is necessary. However, with recently developed cross-linking and quantitative proteomic technologies, direct and dynamic interactions can also be elucidated by AP-MS. A list of major AP-MS studies is provided in ref 24. Several computational methods are developed to accurately assess the reliability of interactions obtained by AP-MS experiments. Usually these methods are constructed based on a single AP-MS experiment. In a recent work, the performance of these scoring methods has been assessed across multiple interaction data sets. The results show that the overlap between the high-confidence interactions found by each scoring method is very low, and they are still biased toward highly abundant proteins. In addition, they are not successful in discriminating the specific interactions.

Another high-throughput method is luminescence-based mammalian interactome mapping (LUMIER). This strategy fuses the luciferase enzyme to a bait protein expressed in a mammalian cell along with candidate protein partners tagged with a polypeptide called Flag. Flag-tagged preys are detected when light is emitted. Other techniques to identify PPIs include co-immunoprecipitation, protein microarrays, fluorescence spectroscopy, resonance-energy transfer systems, mammalian-two-hybrid, mammalian protein–protein interaction trap (MAPPIT), phage display, surface plasmon resonance, protein-fragment complementation assay, and isothermal titration calorimetry (ITC) (extensively reviewed in refs 13 and 14).

3. PPI TYPES AND CHARACTERISTICS

Protein–protein interaction types are diverse ranging from transient or permanent nonobligate interactions to obligate interactions. Different types of complexes with specific functions can be observed. Large macromolecular complexes, such as the small and large subunits of ribosomes or rings of GroELs, are highly stable and permanent. Dynamic and transient interactions are key components in signaling and regulatory networks such as the interactions of Ras protein with its effectors (i.e., Raf, PI3K, etc.) where Ras acts as a switch in signaling. Therefore, it is of great interest to classify PPI types. However, usually a continuum exists and it is not straightforward to separate PPIs into one of the classes.

3.1. Homo-Oligomeric and Hetero-Oligomeric Complexes

This type of classification is straightforward. If the proteins in a complex are identical (interactions occurring between identical protein chains), they form a homo-oligomer, whereas if the PPI takes place among nonidentical chains then it forms a hetero-oligomer. Homo-oligomers are mostly symmetric and provide a good scaffold for stable macromolecules. The stability of hetero-oligomers, on the other hand, varies. Most of the homodimers are only observed in the oligomeric form (i.e., section 3.2), and it is often impossible to separate them into independently stable folded monomers. As an example, F-type ATP synthases are large multisubunit complexes. They convert the energy stored in electrochemical gradients of H+ for the synthesis of ATP. The C-subunit assembly (the C-ring) is the key element that transduces the electrochemical energy into mechanical rotation and vice versa. The cyclic structure of ATP synthase C-ring is an example of the homooligomeric, highly symmetric, and stable protein complexes (i.e., PDB ID: 2xqt).

3.2. Obligate and Nonobligate Complexes

In order to classify interactions as obligate/nonobligate, one needs to know the affinity and stability of the proteins in the complex and monomeric states, see section 6 (Figure 2). If the proteins (monomers) of a complex are unstable on their own in vivo then this is an obligate interaction, whereas the components of nonobligate interactions can exist independently. Obligate interactions are named as two-state folders. Protein components fold and bind at the same time to form stable complexes. The individual proteins cannot exist as stable, folded structures, but they are stable in the complex form. The components of the nonobligate interactions are three-state folders; they first fold and then come together to form the complex. Most of the stable machineries in the cell are examples of obligate complexes.

3.3. Transient and Permanent Complexes

Protein interactions can be classified based on the lifetime of the complex. This classification is relevant only to non-obligatory interactions. Permanent interactions are usually very stable; once two proteins interact they permanently stay as a complex. Transient interactions associate and dissociate temporarily in vivo (Figure 2). Binding between hormone–receptors, signal transduction, inhibition of proteases, and chaperone-assisted protein folding are examples of transient interactions. These types of interactions dominate signaling and regulatory pathways as they provide a mechanism for the cell to quickly respond to extracellular stimuli and relay the signals when needed.

It is hard to differentiate between transient/permanent and obligate/nonobligate complexes. Usually these classifications are intermixing such that obligate interactions are permanent whereas nonobligate interactions can be either transient or permanent. Antibody–antigen interactions are examples of permanent, nonobligate interactions. Large stable supramolecular systems should be strong, and they are examples of obligate and permanent interactions. Usually binding free
energy is used to determine the stability and affinity of complexes. The interacting proteins of permanent complexes are more likely to be coexpressed and colocalized than proteins in transient complexes.

3.4. Disordered-to-Ordered Complexes

A not so well-defined type of PPIs is the one formed by disordered proteins. Intrinsically disordered proteins have regions that are unstructured whose amino acid compositions cannot provide a stable folded structure.37 Disordered proteins are especially abundant in eukaryotic proteins including the tails of histone proteins and proteins that control the cell division cycle and signaling. These proteins can bind to several different proteins by adapting a conformation compatible with partner proteins. Post-translational modifications on these regions also mediate binding to different partners. A large portion or a small region of the protein might be disordered (intrinsically disordered).38 Larger disordered segments can fold simultaneously when they bind to their biological targets (coupled folding and binding), whereas shorter flexible disordered linkers might have a role in the assembly of macromolecular complexes.39,40

3.5. Biological and Crystal Complexes

Structures found by X-ray crystallography in the Protein Databank (PDB)41 can contain nonbiological contacts which can be considered as experimental artifacts.42–45 Although these interactions might sometimes be similar to biological ones,46 for accurate analysis of protein binding preferences and properties, crystal contacts need to be identified. Toward this aim, there are several efforts to distinguish biological complexes from crystal ones. The most discriminative feature between crystal and biological interfaces is the interface area size. Although interface area size is a good determinant of crystal interfaces, there are also counter examples having a very large interface area but the interface is completely composed of crystal contacts. Another approach to distinguish biological interfaces from nonbiological ones is checking the conservation rate. Combination of interface size and conservation distinguishes biological interfaces with an accuracy of 98.3%.47 Amino acid compositions of interfaces are another feature to distinguish biological interfaces. If the amino acid composition of the interface is similar to the rest of the protein surface then these interfaces are labeled as nonbiological. Some other interface properties to distinguish biological and crystal interactions are hydrogen bonds and salt bridges across the interface, free energy, and hydrophobicity.

4. PHYSICOCHEMICAL PROPERTIES OF PPI BINDING SITES

Proteins interact through their interfaces. Structural aspects, physicochemical properties, affinity, and specificity of binding are diverse across different protein–protein interfaces.48,49 In this section, we review characteristics of protein interfaces and available databases and tools about protein interface properties. For the analysis of binding preferences of proteins, interface regions need to be extracted. There are several approaches to find interface regions from 3-dimensional coordinates of a protein complex, such as calculating the accessible surface area (ASA) of the residues or calculating the atomic distances. If the difference between the ASA of a residue in monomeric state and complex state is greater than a threshold (usually 1 Å²) that residue is labeled to be an interface residue.5 If the distance between any atoms of two residues each from one chain of a protein complex is less than a threshold (usually 4.5 Å) those residues are labeled as contacting.49 A list of some available protein interface databases and tools to find interfaces is provided in Table 1.

Table 1. Databases of Known Protein Interfaces

<table>
<thead>
<tr>
<th>name</th>
<th>web link</th>
<th>interface type</th>
<th>interface clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProtCID</td>
<td><a href="http://dunbrack2.fccc.edu/protcid/">http://dunbrack2.fccc.edu/protcid/</a></td>
<td>protein–protein</td>
<td>yes</td>
</tr>
<tr>
<td>PISITE</td>
<td><a href="http://pisite.hgc.jp/">http://pisite.hgc.jp/</a></td>
<td>protein–protein</td>
<td>no</td>
</tr>
<tr>
<td>PISA</td>
<td><a href="http://www.ebi.ac.uk/pdbe/pisa/">http://www.ebi.ac.uk/pdbe/pisa/</a></td>
<td>protein–protein</td>
<td>no</td>
</tr>
<tr>
<td>PSIBASE</td>
<td><a href="http://psibase.kobic.re.kr/">http://psibase.kobic.re.kr/</a></td>
<td>protein–protein and domain–domain</td>
<td>no</td>
</tr>
<tr>
<td>2PI Inspector</td>
<td><a href="http://2pidb.cnrs-mrs.fr/2p2i_inspector.html">http://2pidb.cnrs-mrs.fr/2p2i_inspector.html</a></td>
<td>protein–protein</td>
<td>no</td>
</tr>
<tr>
<td>PiFace</td>
<td><a href="http://prism.ccb.bua.edu.tr/piface/">http://prism.ccb.bua.edu.tr/piface/</a></td>
<td>protein–protein</td>
<td>yes</td>
</tr>
<tr>
<td>PDBSum</td>
<td><a href="http://www.ebi.ac.uk/pdbsum/">http://www.ebi.ac.uk/pdbsum/</a></td>
<td>protein–protein</td>
<td>no</td>
</tr>
<tr>
<td>3DID</td>
<td><a href="http://3did.irubarcelona.org/">http://3did.irubarcelona.org/</a></td>
<td>domain–domain</td>
<td>yes</td>
</tr>
<tr>
<td>iPFAM</td>
<td><a href="http://www.ipfam.org/">http://www.ipfam.org/</a></td>
<td>domain–domain</td>
<td>no</td>
</tr>
<tr>
<td>SCOPPI</td>
<td><a href="http://www.scoppi.org/">http://www.scoppi.org/</a></td>
<td>domain–domain</td>
<td>yes</td>
</tr>
<tr>
<td>SCOWLP</td>
<td><a href="http://www.scowlp.org/scowlp/">http://www.scowlp.org/scowlp/</a></td>
<td>domain–domain</td>
<td>yes</td>
</tr>
<tr>
<td>Dockground</td>
<td><a href="http://dockground.compbio.ku.edu/">http://dockground.compbio.ku.edu/</a></td>
<td>protein–protein</td>
<td>yes</td>
</tr>
</tbody>
</table>

Interface databases are rich resources for characterization of binding surfaces. These databases can contain two types of interfaces: protein–protein interfaces or domain–domain interfaces. Domains are functional modular substructures of proteins. A domain–domain interface can be extracted from intrachain or interchain contacts. Some of the databases listed in Table 1 cluster protein interfaces based on a similarity measure which may use structure, sequence, or topology-based similarities.

Physicochemical properties of protein–protein interfaces include structural and chemical properties. These should be examined to understand the nature of the intermolecular interactions. For example, the surface area that is buried by the interacting molecules and the nonpolar fraction, the hydrogen bonds and the salt bridges across the interface, buried water molecules, the charge distribution and the composition of the interface, residue conservation, the strength of the interaction, flexibility of the interface residues and residues that contribute significantly to the free energy of binding (hot spots), the shape of the binding interface, complementarity of two binding sites, and the types of secondary structures are some of the properties of binding sites.35,50

One of the most striking features in protein binding is the energy distribution in the interface region. Hot spots in protein interfaces are energetically critical and contribute more to the binding.31 These residues can be found experimentally by...
alanine scanning mutagenesis. If there is a change in binding affinity, usually a variation in binding energy greater than 2 kcal/mol, when a residue is mutated to alanine then this residue is labeled a hot spot. As an example to show an interface and hot spot localizations, Ras/Raf1 complex is illustrated in Figure 3, highlighting predicted hot spots in the interface region.

Although the alanine scanning experiment is invaluable in hot spot identification, the available data deposited in several databases is limited. Given these limitations, several predictive methods have been developed which successfully distinguish hot spots from nonhot spots in protein interfaces. Computational alanine scanning is one of them. Other methods include learning-based and molecular dynamics-based approaches. The most discriminative feature in hot spot prediction is the solvent accessibility. Usually hot spots are buried and excluded from solvent and found in close proximity to each other. Some computational methods have been listed in Table 2. Hot spots are potential drug targets, and drug molecules have a tendency to bind hot regions in protein interfaces. As an example, IL-2/IL-2RA protein complex and the small molecule FRH ligand targeting IL-2 are provided in Figure 4. FRH binds to the region where IL-2 hot spots in IL-2RA interaction are located.

As to the chemical properties of protein interfaces, aromatic side chains have preference in to be the binding site. Also, the stability and specificity of protein interactions are highly dependent on the presence of hydrogen bonds, electrostatic interactions, salt bridges, and hydrophobic attractions. Although the frequency of seeing disulfide bonds is very low, they contribute to the rigidity and stability of relatively small protein complexes. Protein interfaces can be divided into core and rim regions where the rim region is more exposed to the solvent. Core regions are shown to be more similar to the interior part of the proteins, and rim regions are more similar to the protein surface in terms of residue frequency. Besides, protein binding regions are less flexible than the remaining surface region.

There are differences between interfaces of different types of interactions. For example, permanent complexes are more hydrophobic compared to transient interfaces. While interfaces of the obligate ones are more conserved in sequence than the transient ones, the shape complementarity is less important in transient interactions. Hydrophobic interactions are more preferred in obligate complexes, while salt bridges and hydrogen bonds are more preferred in transient complexes. In globular complexes and receptor–ligand complexes, interfaces are larger than transient and oncogenic interactions.

Figure 5 displays two protein–protein interfaces where stefin B/papain complex represents a nonobligate interaction (Figure 5A) while methylmalonyl-CoA mutase complex represents an obligate interaction (Figure 5B). Stefin B/papain has a relatively smaller interface area compared to the interface in methylmalonyl-CoA mutase complex. The gap volume index (GV index) between interacting pairs gives some insight about the interface complementarity which is the gap volume between two protein interfaces normalized with the interface area size. A small GV index corresponds to better complementarity. For example, the interface complementarity of methylmalonyl-CoA mutase complex (GV index = 1.65 Å) is higher than stefin B/papain complex (GV index = 2.12 Å). The nonobligate stein B/papain interface has 7 hydrogen bonds and 105 nonbonded atomic interactions. In the obligate methylmalonyl-CoA mutase interface, 30 hydrogen bonds, 10 salt bridges, and 649 nonbonded atomic interactions are formed.

Post-translational modifications have critical roles in protein binding. In hetero-oligomers and weak transient homooligomers, phosphosites are significantly located in the interface regions. In hetero-oligomers, phosphosites are located preferably at binding site hot spots. Additionally, phosphosites in protein interfaces are more conserved when compared to the rest of the protein complex. Methylation, acetylation, and ubiquination are also important in PPIs.

Although all of these properties provide a static view of binding, still they are valuable to understand the nature and strength of PPIs. Table 2 lists the servers that give physicochemical properties of interfaces, such as conservation, binding energies, hot spot residues, and many more.

5. MULTIPARTNER PROTEINS

Proteins can have multiple binding sites and therefore interact with their partners simultaneously. Proteins can use the same binding site repeatedly and bind to multiple partners at different times, forming mutually exclusive interactions; these interfaces show the characteristics of transient interfaces.

Therefore, adapting multiple binding sites or reutilizing a single site by several partners is crucial for interaction with many different proteins. This adaptation has been illustrated by experimentally determined protein complexes in the PDB, where it has been shown that structural information can change the classical network representation of protein interactions. Hub proteins have been classified into multi-interface hubs and singlish-interface hubs where the former are more conserved and essential than the latter. In order to reconstruct the structural p53 pathway, the multi-interface nature of p53 and Mdm2 proteins has been illustrated including both known and predicted interactions.

As another example, the complement cascade pathway in KEGG has been reconstructed with structural information to illustrate the order of events. Structural networks of the human ubiquitination pathway, pathways in breast cancer, the Interleukin 1 initiated signaling...
pathway, and ERKs in the MAPK pathway have also clearly illustrated the multipartner character of proteins in functional pathways.  

The partners cGMP 3',5'-cyclic phosphodiesterase, regulator of G-protein signaling (RGS) 14, KB752 peptide, and KB-1753 phage display peptide bind to the same region on guanine nucleotide binding protein. Hence, their interactions are not simultaneously possible. Distinct from this region, there are 3 more binding regions on guanine nucleotide binding proteins where RGS4, RGS8, and G protein beta subunit bind, respectively. Although the binding regions of RGS4, G protein beta subunit, and cGMP 3',5'-cyclic phosphodiesterase are not overlapping, the rest of the partner proteins interpenetrate each other. Hence, their simultaneous interactions are not possible. Interactions of G protein alpha subunit with itself, beta subunit, and RGS4 are shown in Figure 6.

The serine protease subtilisin BPN’ is another multipartner protein that uses the same region to interact with different proteins (see Figure 7). Streptomyces subtilisin inhibitor (3sic:I), eglins C (1sib:I), and chymotrypsin inhibitor 2 (1y34:I) are the binding partners of subtilisin. Although their overall structures are dissimilar, their interface regions are structurally very similar. Computational hot spots in the interface regions of subtilisin remain unchanged while reacting with different partners.

### Table 2. Databases and Tools To Analyze Protein Interfaces and Calculate Physicochemical Properties of Interface Residues

<table>
<thead>
<tr>
<th>name</th>
<th>web link</th>
<th>features</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASEdb</td>
<td><a href="http://nic.ucsf.edu/asedb/">http://nic.ucsf.edu/asedb/</a></td>
<td>collection of experimental alanine scanning data</td>
</tr>
<tr>
<td>BID</td>
<td><a href="http://tsalab.chem.pacific.edu/~bidd/index.php/Main_Page">http://tsalab.chem.pacific.edu/~bidd/index.php/Main_Page</a></td>
<td>collection of experimental alanine scanning data</td>
</tr>
<tr>
<td>SKEMPI</td>
<td><a href="http://life.bsc.es/pid/mutation_database/">http://life.bsc.es/pid/mutation_database/</a></td>
<td>a nonredundant set of 144 protein–protein complexes having high-resolution structures and experimentally determined dissociation constants</td>
</tr>
<tr>
<td>Protein–Protein Interaction Affinity Database</td>
<td><a href="http://bmm.cancerresearchuk.org/~bmmadman/Affinity/">http://bmm.cancerresearchuk.org/~bmmadman/Affinity/</a></td>
<td>empirical formulation for hot spot prediction</td>
</tr>
<tr>
<td>PINT</td>
<td><a href="http://www.bioinfodatabase.com/pint/">http://www.bioinfodatabase.com/pint/</a></td>
<td>prediction of hot regions in protein interfaces</td>
</tr>
<tr>
<td>Hotpoint</td>
<td>prism.ccb.ku.edu.tr/hotpoint</td>
<td>ML-based hot spot prediction</td>
</tr>
<tr>
<td>Hotregion</td>
<td>prism.ccb.ku.edu.tr/hotregion</td>
<td>estimates interaction those contribute to the stability of proteins and protein complexes in silico alanine scanning</td>
</tr>
<tr>
<td>KFC, KFC2</td>
<td><a href="http://kfc.mitchell-lab.org/">http://kfc.mitchell-lab.org/</a></td>
<td>identification of druggable hot spots of proteins using Fourier domain correlation techniques.</td>
</tr>
<tr>
<td>FoldX</td>
<td><a href="http://foldx.crg.es/">http://foldx.crg.es/</a></td>
<td>prediction with Bayesian networks</td>
</tr>
<tr>
<td>PredHS</td>
<td><a href="http://www.predhs.org">http://www.predhs.org</a></td>
<td>identification of computational hot spots in protein interfaces using structural neighborhood properties</td>
</tr>
<tr>
<td>ANCHOR</td>
<td><a href="http://structure.pitt.edu/anchor/">http://structure.pitt.edu/anchor/</a></td>
<td>analyzes protein–protein interfaces for their druggability</td>
</tr>
<tr>
<td>DrugScorePPI</td>
<td><a href="http://cplab.uni-duesseldorf.de/dppi/">http://cplab.uni-duesseldorf.de/dppi/</a></td>
<td>in silico alanine scanning</td>
</tr>
<tr>
<td>ConSurf</td>
<td><a href="http://bental.tau.ac.il/new_ConSurfDB/">http://bental.tau.ac.il/new_ConSurfDB/</a></td>
<td>residue conservation</td>
</tr>
<tr>
<td>SCORECONS</td>
<td><a href="https://www.ebi.ac.uk/thornton-srv/databases/cgi-bin/scorecons_server.pl">https://www.ebi.ac.uk/thornton-srv/databases/cgi-bin/scorecons_server.pl</a></td>
<td>residue conservation</td>
</tr>
<tr>
<td>IAlign</td>
<td><a href="http://cosb.biology.gatech.edu/iAlign">http://cosb.biology.gatech.edu/iAlign</a></td>
<td>structural interface alignment</td>
</tr>
<tr>
<td>i2lSiteEngine</td>
<td><a href="http://bioinfo.1d.cs.tau.ac.il/i2l-SiteEngine/">http://bioinfo.1d.cs.tau.ac.il/i2l-SiteEngine/</a></td>
<td>structural and physicochemical alignment of interfaces</td>
</tr>
<tr>
<td>MAPPI</td>
<td><a href="http://bioinfo.1d.cs.tau.ac.il/MAPPI/">http://bioinfo.1d.cs.tau.ac.il/MAPPI/</a></td>
<td>interface alignment by considering structure and chemical conservation</td>
</tr>
<tr>
<td>PQS Database</td>
<td>pqs.ebi.ac.uk</td>
<td>distinguishing biological versus crystal contacts</td>
</tr>
<tr>
<td>DIMoVo</td>
<td><a href="http://ifi.ibbmc.u-psud.fr/DimoVo">http://ifi.ibbmc.u-psud.fr/DimoVo</a></td>
<td>distinguishing biological versus crystal contacts</td>
</tr>
<tr>
<td>NOXXClass</td>
<td><a href="http://noxxclass.bioinf.mpi-inf.mpg.de/">http://noxxclass.bioinf.mpi-inf.mpg.de/</a></td>
<td>features: conserved binding modes using structural alignment</td>
</tr>
<tr>
<td>PISA</td>
<td><a href="http://www.ebi.ac.uk/pdbe/pisa">http://www.ebi.ac.uk/pdbe/pisa</a></td>
<td>machine-learning-based integrating multiple features, i.e., surface area, conservation, residue propensity</td>
</tr>
<tr>
<td>DynaFace</td>
<td><a href="http://saif.prc.boun.edu.tr/dynaface">http://saif.prc.boun.edu.tr/dynaface</a></td>
<td>machine-learning-based integrating multiple features, i.e., surface area, conservation, residue propensity</td>
</tr>
</tbody>
</table>
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time scales of association and dissociation, respectively. \( k_{\text{on}} \) and \( k_{\text{off}} \) can be used to find the dissociation equilibrium constant (\( K_d \)) with \( K_d = C_A C_B / C_{AB} = k_{\text{off}} / k_{\text{on}} \), where \( C \)'s represent the concentrations of the proteins. Fast association may enhance binding affinity with little \( A \) and \( B \) in the environment. High affinity can also be achieved through slow dissociation, i.e., once

Figure 4. (a) Interaction between FRH ligand and IL-2 protein (PDB: 1py2) where \( K_D = 0.060 \) μM. FRH binds to the same region where IL-2RA protein binds to IL-2. Interaction between IL-2 and IL-2RA (PDB: 1z92). Dissociation constant (\( K_D \)) of this interaction is 0.01 μM, and total interface area is 2036.3 Å². (b) Binding pocket in IL-2 with FRH ligand has been zoomed where predicted hot spots on IL-2 in IL-2RA binding are colored red and FRH ligand is colored blue.

Figure 5. Visual representation of (a) the nonobligate complex formed between stefin B and papain and (b) the obligate complex formed between methylmalonyl-CoA mutase small and large subunits. Purple and dark blue balls represent the interface residues. For the stefin B/papain complex structure, two different representations have been provided. Structure of the complex and interface region is illustrated in the left part, and some atomic details have been provided in the right part. Hydrogen bonds within stefin B/papain interfaces have been drawn with red dashed lines.
AB is formed, it does not dissociate back to A and B fast. However, since slow dissociation results in a long-lasting complex (AB), they are not observed in signaling where proteins need to respond fast and effectively to stimuli. The equilibrium constant, $K_d$, can be empirically used to find the binding free energy of the reaction with the relation $\Delta G = -RT\ln K_d$ and therefore can be used to score the binding processes. Dissociation constant values ($K_d$) can be used to differentiate strong and weak transient interactions. Dissociation constants of strongly permanent complexes are typically in the nanomolar range, whereas transient complexes typically are in the micromolar range or higher. In Figure 8, three protein complexes are presented with their dissociation constants and binding energies as examples. The UEV ubiquitin complex is an example of weak transient interaction, while the complex formed between uracil DNA glycosylase/glycosylase inhibitor complex and trypsin/BTP1 complex are examples of permanent interactions.

There are structure-based methods to predict binding affinity and therefore score PPIs. These methods use empirical scoring functions, physics-based, knowledge-based methods, or quantitative structure–activity relationships. Sequence-based methods can also be used which mainly use amino acid properties of interacting proteins. This area is still open, and there are many ongoing studies to predict the binding affinity of proteins.

7. COMPUTATIONAL METHODS FOR PREDICTION OF PPIs

Limitations of experimental methods necessitate computational prediction of protein interactions. Various computational approaches exist to predict PPIs. The majority of them can be grouped as simulation-based and statistical/machine-learning-based approaches. The simulation-based methods model the forces governing interactions of proteins, usually at atomistic level, and compute the strength of the interactions. These methods include molecular dynamics simulations and docking and are mostly used either studying the dynamics of interactions or determining strength of interactions rather than finding which proteins interact with which others due to high computational cost. Statistical and machine-learning-based methods, on the other hand, can be used at large scale. Protein interactions can be inferred by using information from known interacting proteins. With the recent advances in biotechnology, for example, next-generation sequencing, a wealth of protein data are being produced. This trend further necessitates computational approaches to integrate, understand, and extract information from the large and diverse data such as sequence,
structure, gene expression, binding affinity, and many other types of data to complement experimental detection methods. Classification, or supervised learning, is a commonly used machine-learning (ML) technique employed for this purpose. Supervised machine learning builds a predictor using a training data, which is a set of labeled data for interacting and non-interacting proteins. The prediction model then can be applied to a new pair of proteins to infer interactions. A typical ML prediction study requires (a) deciding the features to represent proteins, such as sequence, physicochemical characteristic of amino acids, affinity, or any other available data, and (b) choosing a learning algorithm. Support vector machines (SVM), neural networks, decision trees, and random forests are examples of commonly used learning algorithms differing in certain strengths and weaknesses. Excellent reviews are available covering ML techniques and application to PPI in the literature.82–84

In general, a combination of the features representing PPIs and selecting an appropriate learning algorithm leads to a reliable PPI prediction method. Most of the learning-based computational methods require a list of positive examples (interacting pairs of proteins) and negative examples (pairs of noninteracting proteins) for training the classifiers. Construction of gold standard positive and negative sets is crucial to develop reliable ML-based prediction algorithms. For positive interaction set, there are several resources which contain verified PPIs (discussed in the PPI databases section). For negative interaction set, this problem is more complicated. A recent work is Negatome v2, which can be used as a data set for negative interactions.85

Besides the ML-based methods, computational prediction of pairwise PPIs and their analysis can be done using interolog mapping, gene/domain fusion events, learning-based prediction using sequence information, domain co-occurrence, and gene coexpression. A summary of these prediction methods with their aspects such as their performance in predicting transient or obligate interactions and availability of a scoring scheme is listed in Table 3. Below, we discuss some of the methods in detail.

### 7.1. Gene/Domain Fusion-Based Methods

Different genes can fuse into a single open reading frame and be translated to multidomain protein sequences. Gene (and consequently domain) fusion events are useful in detecting functional relation of proteins. In a pioneering study, Enright et al. stated that there must be selective pressure for certain genes to be fused over the course of evolution.86 With this hypothesis, they predicted functional associations of proteins. They observed that 215 genes or proteins in the complete genomes of E. coli, H. influenzae, and M. jannaschii were involved in 64 unique fusion events.

<table>
<thead>
<tr>
<th>Table 3. Comparison of PPI Prediction Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
</tr>
<tr>
<td>-------------------------</td>
</tr>
<tr>
<td>interolog search</td>
</tr>
<tr>
<td>gene/domain fusion</td>
</tr>
<tr>
<td>gene cluster and gene neighborhood</td>
</tr>
<tr>
<td>residue coupling and coevolution</td>
</tr>
<tr>
<td>phylogenetic similarity</td>
</tr>
<tr>
<td>network topology</td>
</tr>
<tr>
<td>gene coexpression profiles</td>
</tr>
<tr>
<td>docking</td>
</tr>
<tr>
<td>machine learning and text mining</td>
</tr>
</tbody>
</table>
Gene fusion algorithms use nucleotide sequences, whereas domain fusion algorithms use domain-based annotations (e.g., CATH, SCOP, or PFAM) where a fusion event is between two proteins which contain distinct domains that are found fused together in another genome. Domain or gene fusion approaches may sometimes not be robust due to the complex structure of genomes. In this type of approach, promiscuous domains are challenging, because they are present in many proteins and fused to their partner domains, thus increasing the false positive rates in prediction of functional associations.

The advantage of this method is its high accuracy. One of the disadvantages is that gene-fusion events do not occur to a large extent, particularly in simple organisms. Thus, this method is not useful to detect interactions of all proteins. For example, Marsh et al. showed that only 3.7% of the nonredundant subunit pairs in their data set are associated with evolutionary fusion events. Additionally, they mapped gene fusion events identified from fully sequenced genomes onto protein complex assembly orders and demonstrated evolutionary selection for conservation of assembly order. They further used structural and high-throughput interaction data and showed that gene fusion tends to optimize protein complex assembly by simplifying protein complex topologies. Gene fusion events are more related to physical interaction between proteins than to other weaker functional relationships such as participation in a common biological pathway.

### 7.2. Gene Cluster- and Gene Neighborhood-Based Methods

Gene clusters are defined as a set of genes within an intergenic distance of a threshold number of nucleotide bases (e.g., 1000). The size of gene clusters can vary significantly, from a few genes to several hundred genes. Genes with similar (or related) functions encoding potentially interacting proteins are often transcribed as a single unit, an operon, in bacteria and are assumed to be coregulated in eukaryotes. It is observed that in eukaryotes genes involved in the same biological process or pathway are frequently situated in close genomic proximity. Gene cluster-based methods calculate co-occurrence probability of orthologs of query proteins encoded from the same gene clusters. This method is also named domain/gene co-occurrence. If two proteins’ genes are not close by in the genome; then this method cannot reliably predict an interaction between these two genes.

The gene clusters do not point to a physical interaction between proteins but rather a functional interaction. A number of excellent resources exists that allow one to determine whether two proteins may interact using this approach. String, for example, can provide the co-occurrence data for the query protein. Muley and Ranjan reported the analyses of 14 biological pathways of E. coli catalogued in the KEGG database using five protein—protein functional linkage prediction methods: phylogenetic profiling, gene neighborhood, co-occurrence of orthologous genes in the same gene clusters, a mirror tree variant, and expression similarity. They showed that metabolic pathways are best predicted by using neighborhood of orthologous genes. They also showed that the effective use of a particular prediction method depends on the pathway under investigation. Although gene clusters and gene neighborhood-based methods are fairly simple to adapt, their reliability depends on the number of the genomes used.

### 7.3. Interolog Search Methods

The basic assumption in these methods is the conservation of interactions among species. Protein—protein interactions can be transferred between different species. PPIs within an organism or between two organisms can therefore be predicted based on the known interactions of the orthologous genes of other organisms (interologs). Usually model organisms are used to find interologs of higher eukaryotes. However, the prediction is also possible from higher to lower eukaryotes. Automated and efficient methods that map ortholog interactions are of great interest. Several recent papers describe the success of such methods: Foladori et al. described a protocol to map interologs by using public databases and freely available tools. Sahu et al. used interolog and domain mapping to predict the interactions between Arabidopsis and a pathogen at genome scale. This study therefore provides the PPI between a host—pathogen system. Around 11 000 interactions were found by both methods where interolog and domain-based methods gave 0.8 million and 86 000 interactions, respectively. The BIPS-BIANA (Biologic Interactions and Network Analysis) Interolog Prediction Server offers a web-based tool to facilitate PPI predictions based on interolog information by utilizing integrated multiple interaction. GO functional annotations have been used for ranking predicted interologs. The specificity of the server is between 72% and 98%, whereas sensitivity varies between 1% and 59%, depending on the sequence identity cutoff used to calculate similarities between

<table>
<thead>
<tr>
<th>Table 4. Pairwise PPI Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
</tr>
<tr>
<td>hPRINT</td>
</tr>
<tr>
<td>I2D</td>
</tr>
<tr>
<td>POINT</td>
</tr>
<tr>
<td>CODA</td>
</tr>
<tr>
<td>HPID</td>
</tr>
<tr>
<td>PRIME</td>
</tr>
<tr>
<td>LocFuse</td>
</tr>
<tr>
<td>PPInterFinder</td>
</tr>
<tr>
<td>PIANA</td>
</tr>
<tr>
<td>PPI-Search</td>
</tr>
<tr>
<td>BIPS</td>
</tr>
<tr>
<td>FpClass</td>
</tr>
<tr>
<td>EVComplex</td>
</tr>
</tbody>
</table>
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sequences. Table 4 lists several methods for mapping conserved interactions across different species to find interologs. In interolog search, the first step is searching for the conservation of ortholog proteins in species. Then if two interacting proteins in one species are conserved in the second species, they possibly interact in the second species too. Because some proteins interact through only one domain and that domain can just cover a portion of the whole protein sequence, BLASTing the sequences can fail in ortholog search. Therefore, there is a need for postanalysis for those proteins.

Interolog search reveals the conserved protein interactions. Obligate interactions are evolutionarily more conserved across different species than the transient ones. These results suggest that interolog search is not appropriate for transient protein interaction prediction. The quality of the interologs can be assessed by the correlation in GO molecular functions. Another assessment approach is analyzing domain pair conservation and functional conservation. Additionally, gene coexpression levels can also be used for the assessment of predicted interologs. The advantages of interolog search include its reliable results, although the method is not applicable to large-scale proteomes.

7.4. Phylogenetic Similarity (Profile) and Conservation-Based Methods

The assumption in the phylogenetic profile method is that if two nonhomologous proteins are functionally related (i.e., involved in the same pathway or biological process or the subunits of a macromolecule, etc.) then they may potentially interact and coevolve. One needs a phylogenetic profile of a protein across many organisms. A phylogenetic profile of a protein can be found as a vector with entries indicating whether the protein is present or absent in an organism. Then proteins with similar profiles are clustered. Proteins in a cluster are hypothesized to be functionally related or interacting. The Clusters of Orthologous Groups (COGs) contains large numbers of profiles. One needs complete genomes of as many as possible organisms to get reliable results. Another effort is based on the rationale that if two nonhomologous genes (proteins) are present and absent together across multiple genomes (proteomes) then these pairs of proteins are likely to be functionally associated. Predicted functional associations can be scored with the probability of observing co-occurrences. It is also possible to apply this method to individual domains rather than proteins. This application gives information on domain associations and functional relation of domains. A phylogenetic tree provides an evolutionary link between protein sequences. Interacting proteins tend to have topologically similar phylogenetic trees, and this has been used by some methods to predict interaction partners of proteins (known as mirror tree method). The mirror tree method is based on the hypothesis that proteins that interact coevolve and have orthologs in different organisms. The advantage of the mirror-tree method over the phylogenetic profiles is that it does not require having the fully sequenced genomes, since this method is based on the trees of protein families of interest.

A disadvantage is that phylogenetic profiling method does not provide information for housekeeping or essential proteins, since these proteins will always be present in all organisms. The opposite is also true: the proteins specific to an organism will not be detected with this method either.

Functionally or stability-wise important residues are often evolutionarily conserved. Therefore, finding conserved motifs can help in identifying the binding sites and thus binding partners. The evolutionary trace method is one example which uses not only absolute conservations of key residues of a protein but also divergences in the phylogenetic tree of that sequence family. Residues that are conserved among the widely divergent branches in the evolution tree are expected to have a larger functional impact than other residues that vary among closely related species.

7.5. Gene Coexpression-Based Methods

Recent advances in technology make it possible to simultaneously measure the expression levels of all genes in a genome rapidly. Gene coexpression data can be used to identify proteins that are likely to interact. Raw and normalized expression data can be obtained from several sources (i.e., Gene Expression Omnibus (GEO) of NCBI). By applying clustering algorithms, genes with similar expression profiles can be grouped together according to their expression levels. Proteins whose genes exhibit similar patterns of expression across multiple time points or states may then be considered candidates for functional association and possibly direct physical interaction. Gene coexpression data can be combined with other data to increase the accuracy of methods. One should always keep in mind that expression data is a high-throughput data and can be noisy. Using gene coexpression is an indirect way to infer protein interactions which introduces a caveat: protein levels do not correlate perfectly with gene expression levels; therefore, it may be misleading to deduce interaction knowledge from gene expression data.

7.6. Network Topology-Based Methods

Protein interaction networks can be represented as a graph where each node represents a protein and each edge represents an association between two proteins. In this way, many topological properties such as the number of direct or indirect neighbors of a protein and the shortest paths between proteins can be calculated. In general, a small number of proteins called “hubs” in this graph has many interaction partners. Hub proteins are essential for the functionality and integrity of biological processes in the cell. The mathematical representation (usually in the form of adjacency matrix) of a PPI network is useful for identification of functional relations between proteins and prediction of novel interactions as well. In principle, if two proteins have many common partners in the network they tend to function in similar biological processes. Further, if there are many shared partners, the sequence, structure, and biochemical properties of these proteins are assumed to be also similar and they are more likely to interact with each other. Here, the advantage is that the method predicts PPI just by topological properties independent from the sequence or structure properties of proteins. To improve the performance of topology-based approaches, Phan and Sternberg developed a new approach which integrates protein sequence, function, and network topology information and predicts protein complexes and function. Alignment of human and yeast interaction networks has been used, and conserved subnetworks have been detected.

7.7. Residue Coupling- and Coevolution-Based Methods

In principle, coordinated changes across proteins in the residue level helps in predicting protein–protein interactions. Coevolution-based approaches use multiple sequence alignment of a protein family. It has been demonstrated that correlated mutations are important in maintaining protein stability, allosteric pathways, protein function, and folding. Later, this
approach has been extended to identify correlated mutations between protein partners (in silico two-hybrid (I2H)). This method is based on the assumption that interacting proteins should undergo coevolution in order to keep the proteins functional.106 Because the coevolution of residues is searched for, in addition to predicting interaction partners, residues contributing to binding are also implicitly predicted. Alignments within the same protein families and after concatenation contribute to binding are also implicitly predicted. Alignments within the same protein families and after concatenation contributing to binding are also implicitly predicted.

The advantage of sequence-only-based methods is that obtaining sequences is straightforward and there is no need for additional data like phylogenetic profiles or structures of proteins; thus, sequence-based methods are more universal and applicable for large-scale predictions. The disadvantage of the methods is that the accuracy might be lower compared to the other methods.

**8. PREDICTION OF BINDING REGIONS**

As the knowledge on the characteristics of protein interfaces ascends, it has become clear that not a single property can significantly distinguish the binding region from the rest of the protein surfaces. In the binding region prediction approaches, the principle is to find the set of best discriminating binding site properties of proteins from the rest of the protein surface and then integrate these properties into a predictor or a scoring function. In Table 5, we listed available approaches and web servers for this purpose and added the feature set and the predictor type to the table. These types of approaches only predict binding regions on protein structures, but they do not address the question of which partner proteins are interacting through this region. The most preferred predictors in this type of approaches are support vector machines and neural networks. For the training, the features include conservation, patch shape, residue propensity, sequence profiles, hydrophobicity, electrostatic potential, accessible surface area,

<table>
<thead>
<tr>
<th>name</th>
<th>web link</th>
<th>feature set</th>
<th>predictor or scoring function</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROFISI54</td>
<td><a href="https://rootlab.org/owiki/index.php/PROFISI">https://rootlab.org/owiki/index.php/PROFISI</a></td>
<td>sequence features</td>
<td>neural networks</td>
</tr>
<tr>
<td>metaPP1</td>
<td><a href="http://projects.bioteck-dresden.de/metappi/">http://projects.bioteck-dresden.de/metappi/</a></td>
<td>interface prediction by combining results from five prediction servers PPI-Pred, PPISP, PINUP, Promate, and SPPIDER</td>
<td>SVM</td>
</tr>
<tr>
<td>PresCont</td>
<td><a href="http://www-bioinf.uni-regensburg.de/">http://www-bioinf.uni-regensburg.de/</a></td>
<td>solvent-accessible surface area, hydrophobicity, conservation, and the local environment of each amino acid on the protein surface</td>
<td>SVM</td>
</tr>
<tr>
<td>Cons-PPISP</td>
<td><a href="http://pipe.scs.fsu.edu/ppisp.html">http://pipe.scs.fsu.edu/ppisp.html</a></td>
<td>position-specific sequence profiles and solvent accessibilities of each residue and its spatial neighbors from the 3D structure</td>
<td>SVM and neural networks</td>
</tr>
<tr>
<td>PINUP</td>
<td><a href="http://sparks.informatics.iupui.edu/PINUP/">http://sparks.informatics.iupui.edu/PINUP/</a></td>
<td>side-chain energy score, conservation, and propensity</td>
<td>empirical scoring function</td>
</tr>
<tr>
<td>SPPIDER</td>
<td><a href="http://sppider.cchmc.org/">http://sppider.cchmc.org/</a></td>
<td>relative surface accessibility fingerprints</td>
<td>clustering</td>
</tr>
<tr>
<td>InterProSurf154</td>
<td><a href="http://curie.utmb.edu/">http://curie.utmb.edu/</a></td>
<td>solvent-accessible surface area and residue propensities</td>
<td>linear regression</td>
</tr>
<tr>
<td>Meta-PPISP</td>
<td><a href="http://pipe.scs.fsu.edu/meta-ppisp.html">http://pipe.scs.fsu.edu/meta-ppisp.html</a></td>
<td>raw scores from cons-PPISP, PINUP, and Promate web servers</td>
<td>linear regression</td>
</tr>
<tr>
<td>Patch Finder Plus51</td>
<td><a href="http://pfp.technion.ac.il/">http://pfp.technion.ac.il/</a></td>
<td>computes electrostatic potential and finds the largest positive patch</td>
<td>scoring function</td>
</tr>
<tr>
<td>PPI-Pred</td>
<td><a href="http://bioinformatics.leeds.ac.uk/pipipred">http://bioinformatics.leeds.ac.uk/pipipred</a></td>
<td>biophysical properties</td>
<td>calculation of mutual information and clustering</td>
</tr>
<tr>
<td>ProMate186</td>
<td><a href="http://biportal.weizmann.ac.il/promate/">http://biportal.weizmann.ac.il/promate/</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PredUs187</td>
<td><a href="https://bhid.cshl.edu/PredUs2">https://bhid.cshl.edu/PredUs2</a></td>
<td>contacting frequencies and solvent-accessible surface areas of the residues and their 14 spatially nearest surface residues</td>
<td>SVM</td>
</tr>
<tr>
<td>SHARP2188</td>
<td><a href="http://www.bioinformatics.sussex.ac.uk/">http://www.bioinformatics.sussex.ac.uk/</a></td>
<td>solvation potential, hydrophobicity, accessible surface area, residue interface propensity, planarity, and protrusion</td>
<td>scoring function</td>
</tr>
<tr>
<td>WHISCY189</td>
<td><a href="http://nmr.chem.uu.nl/Software/whisacy/index.html">http://nmr.chem.uu.nl/Software/whisacy/index.html</a></td>
<td>conservation and residue propensities</td>
<td>scoring function</td>
</tr>
</tbody>
</table>

As the knowledge on the characteristics of protein interfaces ascends, it has become clear that not a single property can significantly distinguish the binding region from the rest of the protein surfaces. In the binding region prediction approaches, the principle is to find the set of best discriminating binding site properties of proteins from the rest of the protein surface and then integrate these properties into a predictor or a scoring function. In Table 5, we listed available approaches and web servers for this purpose and added the feature set and the predictor type to the table. These types of approaches only predict binding regions on protein structures, but they do not address the question of which partner proteins are interacting through this region. The most preferred predictors in this type of approaches are support vector machines and neural networks. For the training, the features include conservation, patch shape, residue propensity, sequence profiles, hydrophobicity, electrostatic potential, accessible surface area, and
properties of spatial neighbors of each surface residue. For example, residue conservation alone is only marginally discriminative between the interface and the remaining surface region; however, it is an important feature to support other interface properties, for example, with the inclusion of evolutionary divergence.99 PROFisis is an example of a learning-based approach to predict protein binding sites from sequence by using a neural network.84 Features for the predictor are learned from 3D structures of transient protein interfaces. Its accuracy reaches 90% in a cross-validation experiment. In another approach, solvation potential, hydrophobicity, accessible surface area, residue interface propensity, planarity, and protrusion features are calculated for patches on the protein surface and combined in a scoring function. A patch with the highest score is predicted to be the binding region. In meta approaches, possible binding patches found by multiple predictors are evaluated if a residue is labeled as binding residue by only one predictor or it is predicted to be in the binding site by all predictors to improve the accuracy.109 Also, these meta approaches allow incorporating new binding site features and check if the new features are redundant with already known features or they are not discriminating or they are orthogonal to already known significant binding features and improve the prediction performance.

9. STRUCTURE-BASED APPROACHES TO PREDICT PPI

9.1. Docking

Docking is a computational modeling approach for predicting the binding orientation of two protein structures, calculating the binding free energy, and finding the structural assemblies110 (Figure 9A). The first stage of docking is searching for the possible binding orientations between two proteins. Binding orientations can be found by global and local searches. In a global search, usually one protein is kept static and called the “receptor” and the other protein, called the “ligand” molecule, is rotated around the receptor. The global search finishes when all possible orientations between two proteins in 3D space are sampled. Therefore, a global search is computationally very expensive and requires many translations and rotations. Fast-Fourier transform (FFT) is an example approach to reduce this computational cost in global search strategies.

In the local search approach, surface features are obtained such as the flatness of a patch, pockets, spurs, and solvent-excluded regions on the target surface. Then these local features from each target are matched to obtain a good complementarity. Because the search is local, when two targets are translated based on the local patches, steric clashes between the remaining regions of two proteins are possible. Therefore, there is a need for filtering the predicted complexes if they have atomic clashes.

Another sampling approach is integrating prior knowledge about the interaction. If any biochemical, biophysical, chemical shifting, mutation, or computationally predicted binding patch information is available that can be integrated into the sampling stage. In this way, the search space can be restricted and the accuracy of the prediction can be improved. The sampling stage can be rigid or flexible. In rigid-body sampling, there is no modification in the structure-related features such as bond angles, backbone orientation, and bond lengths. In flexible...
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Table 6. List of Some Docking and Refinement Tools

<table>
<thead>
<tr>
<th>software name</th>
<th>web site</th>
<th>scoring</th>
<th>type</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZDOCK\textsuperscript{115}</td>
<td><a href="http://zdock.umassmed.edu/">http://zdock.umassmed.edu/</a></td>
<td>shape complementarity, electrostatics, and pairwise atomic statistical potential developed using contact propensities of transient protein complexes</td>
<td>docking</td>
</tr>
<tr>
<td>HEX</td>
<td><a href="http://hexserver.loria.fr/">http://hexserver.loria.fr/</a></td>
<td>shape complementarity electrostatic contribution</td>
<td>docking</td>
</tr>
<tr>
<td>ClusPro\textsuperscript{190}</td>
<td><a href="http://cluspro.bu.edu/">http://cluspro.bu.edu/</a></td>
<td>shape complementarity electrostatic contributions, pairwise potentials</td>
<td>docking</td>
</tr>
<tr>
<td>PatchDock\textsuperscript{191}</td>
<td><a href="http://bioinfo3d.cs.tau.ac.il/patchdock/">http://bioinfo3d.cs.tau.ac.il/patchdock/</a></td>
<td>geometric fit and atomic desolvation energy</td>
<td>docking</td>
</tr>
<tr>
<td>HADDOCK\textsuperscript{192}</td>
<td><a href="http://www.nmr.chem.uu.nl/haddock/">http://www.nmr.chem.uu.nl/haddock/</a></td>
<td>ambiguous interaction restraints, buried surface area, electrostatic and desolvation contributions</td>
<td>docking</td>
</tr>
<tr>
<td>SwarmDock\textsuperscript{193}</td>
<td><a href="http://bmm.cancerresearchuk.org/~SwarmDock/">http://bmm.cancerresearchuk.org/~SwarmDock/</a></td>
<td></td>
<td>docking</td>
</tr>
<tr>
<td>RosettaDock\textsuperscript{194}</td>
<td><a href="http://graylab.jhu.edu/docking/rosetta/">http://graylab.jhu.edu/docking/rosetta/</a></td>
<td>van der Waals, solvation, and hydrogen bond energies</td>
<td>docking</td>
</tr>
<tr>
<td>FireDock\textsuperscript{195}</td>
<td><a href="http://bioinfo3d.cs.tau.ac.il/FireDock">http://bioinfo3d.cs.tau.ac.il/FireDock</a></td>
<td>side chain optimization, energy score</td>
<td>refinement</td>
</tr>
<tr>
<td>FiberDock\textsuperscript{196}</td>
<td><a href="http://bioinfo3d.cs.tau.ac.il/FiberDock">http://bioinfo3d.cs.tau.ac.il/FiberDock</a></td>
<td>backbone refinement, side chain optimization, energy score</td>
<td>refinement</td>
</tr>
<tr>
<td>ZRANK\textsuperscript{197}</td>
<td></td>
<td>electrostatics, van der Waals, and desolvation</td>
<td>refinement</td>
</tr>
<tr>
<td>pyDock\textsuperscript{198}</td>
<td><a href="http://life.bsc.es/servlet/pydock/home/">http://life.bsc.es/servlet/pydock/home/</a></td>
<td>electrostatics and desolvation scoring</td>
<td>refinement</td>
</tr>
</tbody>
</table>

Sampling, conformational changes in protein structures are taken into account. In rigid-body docking, if a target protein undergoes a significant conformational change during binding, finding the correct orientation is challenging. The sampling stage produces tens to thousands of putative protein complexes. Scoring these putative complexes is crucial to rank them and obtain the best set of solutions. Scoring can be done simultaneously in the sampling stage or right after the sampling stage. Calculated binding free energies by using force fields, shape complementarity measures, and electrostatic complementarity are some of the scoring components to evaluate how tight the predicted binding is.

A docking benchmark, which provides a nonredundant set of protein complexes and their unbound structures, is a valuable source for the systematic assessment of different docking approaches and scoring schemes. The most important aspect is that the docking benchmark has to be as diverse as possible and different types of protein interactions have to be covered. Because each interaction type has different physicochemical aspects, a docking approach has to be able to handle diversity in interactions and be unbiased toward specific interaction types. The latest version of the docking benchmark contains 230 complexes and their unbound structures.\textsuperscript{111,112} It contains different types of protein interactions such as enzyme—substrate, antigen—antibody, and other types of interactions. Although the number of complexes and their diversity is limited in the docking benchmark, the benchmark set can be enlarged with the continuous updates in the PDB. The benchmark can be divided into three where the rigid-body set can be used for validation of rigid-body docking approaches. Medium and difficult sets in the docking benchmark comprise conformational changes upon binding. The RMSD of C\textsuperscript{α} atoms of interface residues of the unbound state and bound state implies how difficult the docking is.

The success of the docking predictions on the benchmark set can be assessed by using several criteria. The RMSD of the interface between predicted and native interface regions measures how accurately the interface region has been predicted. Superimposing the receptor molecules in native complex and predicted complex and calculating the RMSD of the ligand molecule measures how accurate the overall binding orientation is. Another measure is the percentage of the predicted interface residues to be in the native interface. The Critical Assessment of PRedicted Interactions (CAPRI) challenge was started to assess the performance of the docking algorithms and scoring approaches which has led to significant improvements in available approaches and development of novel docking approaches.\textsuperscript{113} CAPRI is a community-wide blind protein—protein prediction experiment designed to assess the performance of different docking methods. A set of unbound protein structures is released, and many groups averaging about 40 per round join in the challenge to predict the bound states of protein complexes and to evaluate their approaches. Then each group is ranked based on the number of predictions: those are high, medium, acceptable or not acceptable.\textsuperscript{114} We should also note that structurally modeling proteome-scale PPIs is not easy since not all of the structures in any proteome are available as X-ray or NMR structures. Therefore, model structures are sometimes needed. Models are less accurate than the X-ray structures; thus, special attention is needed in the development of a methodology for modeling of their complexes.

ZDock is one of the most popular docking algorithms which uses FFT-based global search.\textsuperscript{115} In Figure 9B, the top three possible orientations of the receptor molecule (Xylanase) and the ligand molecule (Xylanase Inhibitor) sampled by ZDock are illustrated. The scoring function to rank these predictions is composed of statistical potential, shape complementarity, and electrostatic. Another docking tool is RosettaDock, which uses the Monte Carlo search method.\textsuperscript{116} The algorithm starts with either a random orientation of two targets or a user-defined initial pose. This step is coarse grained, and each side chain is represented with a centroid. After a 500 step Monte Carlo search, the lowest energy structure is selected and passed to the high-resolution refinement stage. At this stage, centroids are converted to their initial unbound side chain orientation and the structure undergoes a minimization step. Finally, a score is calculated by an all-atom energy function.\textsuperscript{117}

Given the limitations of docking techniques, refinement approaches have been developed for improving the final set of solutions and their rankings.\textsuperscript{118} Refinement techniques consider the hits obtained by the docking approaches, refine them by considering flexibility, scoring, and biological information if available, and can optimize the final putative complex...
accordingly. The improvements made by the refinement approaches have been demonstrated in CAPRI challenges as well. Some of the available docking and refinement approaches are listed in Table 6.

Because blind docking is computationally heavy and produces many possible orientations of protein complexes, application of classical docking techniques is challenging at the proteome level. Therefore, knowledge-based approaches have emerged for structural assembly finding which consider
available signatures of protein binding. These approaches will be reviewed in the next section as template-based docking approaches.

9.2. Template-Based Prediction of Protein Assemblies

The structural aspects and physicochemical properties of protein interactions inspired the idea that evolutionary information in terms of sequence or structural similarity of proteins and binding interfaces can be used to model unknown assemblies of proteins. Usually homologous protein pairs have a tendency to use the same binding interfaces. Another aspect of binding implies that the interface region of some protein pairs can be structurally conserved, although their global structures are completely different. Template-based approaches, in principle, depend on inferring information from experimentally solved protein complex structures to predict new structural assemblies of target proteins.

Stages of template-based prediction are as follows: template library preparation, target set selection, template-to-target similarity search, refinement, and scoring. The most important stage is in these types of approaches is the template library preparation, because the prediction performance is limited by the diversity of the templates. As the coverage of the PDB increases the performance of template-based approaches also improves. The annual statistics of the PDB show that the number of experimentally solved structures increases exponentially. The target set can be composed of two proteins, or all components of a pathway, or the whole proteome. Since template-based approaches are computationally efficient, prediction both at the proteome level and at a low level is possible. Also, the solution space is limited in template-based approaches; therefore, it does not produce many possible conformations as in docking. The template-to-target similarity search stage can be divided into two at the very top level: (i) global similarity and (ii) local similarity-based approaches. The similarity can be searched by threading, sequence alignment, or structural alignment. For structural alignment, the overall protein structure of the template and target can be used, or domain matches can be searched for, or only the interface region of the template complex can be searched for on the target surfaces. A summary of template-based methods is illustrated in Figure 10. Also, a list of some available template-based approaches is tabulated in Table 7. In sequence-based approaches, if target structures are similar to each complementary chain of a template protein complex in sequence then their binding orientation is assumed to be the same. Here, the matching is solely dependent on sequence similarity scores. Although sequence similarity implies functional similarity between proteins, completely different proteins in sequence can have similar global folds. Therefore, the prediction space of sequence similarity-based approaches is limited.

Proteins having low sequence similarity can have similar global folds. Searching for global structural similarity of target proteins on the template protein complexes is an alternative method to model protein assemblies. Besides the global structural similarity, the presence of domains in template proteins is another measure for prediction and can be considered in this classification. Interactome3D is a database constructed by a hybrid method searching for sequence and structural similarity of the complete proteome to the structurally solved experimental complexes as well as the domain occurrence in the target-to-template comparisons. When all interactions deposited in a set of PPI databases are considered, Interactome3D can model 54.9% of these interactions with complete or partial structures.

Threading is an approach to model protein structures based on fold similarity by using known protein structures as template. In this way, target protein sequence is threaded onto a template structure in a homology-independent manner. In threading-based methods to predict protein assemblies, two stages are available. First, each target sequence is separately threaded to the structurally solved template monomers and candidate structures for each target sequence are found. Then two target sequences join each other for dimeric threading to structurally solved template protein complexes. Finally, best ranking templates from monomeric threading are superimposed onto the best ranking templates from dimeric threading, and a final list of predicted complexes is obtained. Scoring functions which consider energy calculations and statistical measures are used to assess the predicted complex.

Completely different protein pairs can interact via similar 3D interface motifs which opened a new way for modeling protein complexes. Several methods using interface templates have been developed for protein interaction prediction. If partner chains of a protein interface are structurally similar to the surface region on target protein structures, the matching target proteins can be superimposed onto the template interface. In this way, a putative protein complex can be obtained. Then this putative complex can be refined and ranked based on a scoring function. PRISM is the first method using interface templates for modeling protein complexes. The first step is template library preparation where all protein interfaces in the PDB are extracted and redundant interfaces are removed. Then surface regions of target proteins are extracted to be used for structural similarity search. Each interface is separated into the partner chains, and these chains are structurally aligned to the target protein surfaces. The PRISM approach additionally considers the structural conservation of binding hot spots in template interfaces while structural matching. If two targets are similar to the complementary chains of an interface and if there is at least one matching hot spot between the target surface and the template chain then these two targets are assumed to be interacting. Matching targets are superimposed onto the template interfaces; in this way, the first set of putative protein assemblies is obtained. Then PRISM applies a refinement procedure where putative models having steric clashes are eliminated from the final list. Also, with a flexible refinement protocol, side chains and the backbone of the final complex are optimized. For scoring and ranking, binding energies for the modeled complexes are calculated. The flexible refinement stage makes the predictions physically more accurate. Later, new methods like iSEARCH, iWrap, PrePPI, iLoops, KBDock, PAIRPred, EVcomplex, used similar approaches based on interface knowledge.

10. COMPARISON OF THE AVAILABLE APPROACHES

Because the performance of each prediction approach is evaluated based on different gold standards and the input required to run each method is different, it is difficult to make a head-to-head comparison. However, each approach reviewed here has its own advantages and disadvantages over others. In general, interolog and gene/domain fusion-based methods are better in predicting permanent interactions compared to other types of interactions and complete genome sequences or domains of several organisms are necessary for the prediction. The network topology, gene cluster, gene neighborhood, and
coexpression profile-based approaches are more useful to predict functional interactions instead of direct physical interactions. Residue coupling and coevolution-based approaches perform well in predicting direct and physical interactions. However, the main limitation in this type of approach is the availability of a large number of evolutionarily related sequences to the target proteins. All these approaches attempt addressing the question of which proteins interact with which others. If a user aims to identify the possible binding region on the structure or sequence of a single protein, the methods listed in Table 5 should be browsed. This type of approach does not address the question of which protein pairs interact; rather it predicts possible binding patches. If atomic details of the interaction and structural assemblies are necessary in addition to predicting pairwise interactions, the user needs to browse Table 6 or 7. Template-based approaches are computationally more effective than ab initio docking at the proteome level and their false positive rates are relatively lower. However, the performance of template-based approaches is directly dependent on the quality and the coverage of the templates. On the basis of the availability of the method either as downloadable data set or a web server for batch run or source codes, the user can choose the method. Depending on the requirements of each prediction method and users’ expectation from the output, methods can be run individually or in combination. We should also note that some docking methods are very fast and easily available as a server. A handy guide is provided in Figure 11 for selection of an appropriate database or tool for specific purposes.

![Comparison of some available tools/servers/databases based on a set of annotations.](image)

**Figure 11.** Comparison of some available tools/servers/databases based on a set of annotations. Entries colored red show that the corresponding tool is capable of doing the corresponding annotation (red = “Yes”, blue = “No”).

## 11. PPI DATABASES

The primary source of PPI databases is the literature that contains accumulated results of high-throughput and low-throughput experiments of protein interactions. There are various publicly available databases that catalogue PPI information (listed in Table 8). These databases are useful to organize the available data obtained from multiple sources. As interaction—detection methods are improved and the number of sequenced genomes and structurally solved proteins increases, the size of each database enlarges in parallel. As of 2015, over 100 PPI databases and resources, most of them operated independently, are available (as listed in [http://pathguide.org](http://pathguide.org)). Major problems with the databases are the redundancy, differences in curation and annotation, and interoperability. Given the advantages/drawbacks and differences in each different experimental PPI detection techniques and the diversity of the data available in databases, integration of all information from different sources in an appropriate way emerges toward having a more confident protein interactome. Methodological differences between interaction data sources and low overlap ratios between different experimental PPI databases are other reasons for the necessity of integrating multiple databases and scoring each interaction based on the evidence of being a real interaction.

The major standardization approaches for organizing separate resources include HUPO-PSI (Human Proteome Organization Proteomics Standard Initiative) and IMEx Consortium (International Molecular Exchange Consortium). HUPO-PSI defines a common data format to exchange PPI information, i.e., HUPO-PSI MI XML is now used by many PPI databases to share their interaction data. The IMEx consortium addresses the redundancy of PPI information recorded in different databases and the differences due to curation of the same primary literature. The major databases DIP (Database of Interacting Proteins), IntAct, and MINT (Molecular Interaction Database) are among the core founding partners of IMEx. IMEx provides a common curation guideline to eliminate duplication of curation efforts and to eliminate discrepancies due to methodological differences of independent curation efforts. It provides a nonredundant set of protein interactions through a common interface. Recently, MINT has merged with IntAct to further improve the efficiency of curation and organization efforts. The other major PPI databases include BioGrid (Biological General Repository for Interaction Data set) and HPRD (Human Protein Reference Database). BioGrid is not a part of the IMEx consortium, but an observer member contains an archive of genetic interactions in addition to protein interactions. HPRD is a specialized database providing only curated human protein—protein interaction and other proteomic information including post-translational modifications and tissue expression. An enlarged list of the major PPI databases and their features are listed in Table 8.

Two other major resources that integrate data from PPI databases with advanced search operations are IRefWeb and String (Search Tool for Interacting Genes and Proteins). IRefWeb is an interactive web interface to access all the PPI data from major primary databases consolidated by IRefIndex (Interaction Reference Index). IRefWeb allows one to access details of interaction data and supporting evidence such as the number of publications supporting the interaction, the type of experimental detection, and the agreement across databases. String is also a resource combining interactions from primary databases; however, it provides not only direct protein—protein interactions but also protein—protein associations (indirect) based on experimental evidence or predictions using text mining. In addition, its web interface provides visualization of protein—protein associations as a network with visual annotations describing the relations between the proteins and the corresponding references.

Logically, the next step is to represent protein—protein interactions as networks of proteins and provide visualization and analysis tools to relate such networks to biological
processes and pathways. Table 8 provides some of the very popular protein–protein interaction and pathway databases.

12. PROTEIN–PROTEIN INTERACTION NETWORKS AND VISUALIZATION

As reviewed in the previous sections, huge amounts of interaction data have been accumulated in multiple databases which are both experimental and computational. PPI data can be considered as a graph where each node represents a protein and each edge represents the interaction between two proteins. Visualization is crucial for a better understanding and graph theoretic analysis of these data. The aim is to create intuitive and interactive visualization of the PPI network data that will not be lost within the complexity of these networks.140 While some protein interaction databases provide their built-in web-based visualization resources, such as String database (Figure 12), there are many independent types of software to visualize protein interaction networks as well. Cytoscape is the most popular software for visualization, analysis, and modeling of protein interaction networks.141 Most of the listed PPI databases are accessible through web services of Cytoscape, and they can be downloaded directly and visualized by Cytoscape. Besides the complete networks of multiple organisms, available functional pathways can also be downloaded through the web services. The network analysis plug-in helps in calculating many topological parameters and centrality measures such as node degree, betweenness centrality, network diameter, clustering coefficient, and shortest path lengths, and these calculations do not require expertise in graph theory from the user. Nodes and edges can be colored according to their biological attributes or topological parameters. Merging, intersecting, or comparing multiple networks are also possible with Cytoscape. It is also possible to install external plugins. For example, a newly released plug-in, CytoStruct, enables combining Cytoscape’s network visualization of PPIs with molecular viewers and add a layer of structural analysis of proteins and their interactions.142 Usually visualization of the whole interaction network of a specific organism gives a hairball-like structure as illustrated in the central network in Figure 1 and visually not so informative. In general, this overall network is divided into functionally-related subnetworks, finding biologically meaningful subnetworks.143

Table 8. List of Databases Organizing Experimental and Literature-Curated PPIs

<table>
<thead>
<tr>
<th>name</th>
<th>web link</th>
<th>quality assessment method</th>
<th>number of interactions</th>
<th>number of proteins</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIP133</td>
<td><a href="http://dip.doe-mbi.ucla.edu/">http://dip.doe-mbi.ucla.edu/</a></td>
<td>curated</td>
<td>78 191</td>
<td>27 098</td>
</tr>
<tr>
<td>MINT135</td>
<td><a href="http://mint.bio.uniroma2.it/mint/">http://mint.bio.uniroma2.it/mint/</a></td>
<td>curated</td>
<td>241 458</td>
<td>35 553</td>
</tr>
<tr>
<td>IntAct154</td>
<td><a href="http://www.ebi.ac.uk/intact/">http://www.ebi.ac.uk/intact/</a></td>
<td>curated</td>
<td>456 489</td>
<td>83 574</td>
</tr>
<tr>
<td>HPRD127</td>
<td><a href="http://www.hprd.org/">http://www.hprd.org/</a></td>
<td>curated</td>
<td>41 327</td>
<td>30 047</td>
</tr>
<tr>
<td>BIND</td>
<td><a href="http://bind.ca">http://bind.ca</a></td>
<td>curated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIPS204</td>
<td><a href="http://mips.helmholtz-muenchen.de/~pro/ppi/">http://mips.helmholtz-muenchen.de/~pro/ppi/</a></td>
<td>curated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORUM105</td>
<td><a href="http://mips.helmholtz-muenchen.de/genre/proj/corum">http://mips.helmholtz-muenchen.de/genre/proj/corum</a></td>
<td>a resource of manually annotated protein complexes from mammalian organisms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BioGRID136</td>
<td><a href="http://thebiogrid.org/">http://thebiogrid.org/</a></td>
<td>curated protein and genetic interactions from publications</td>
<td>345 577</td>
<td>53 561</td>
</tr>
<tr>
<td>CCSB Interactome</td>
<td><a href="http://interactome.dfci.harvard.edu/">http://interactome.dfci.harvard.edu/</a></td>
<td>high-throughput Y2H, not curated</td>
<td>4303</td>
<td>13 944</td>
</tr>
<tr>
<td>Database12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>InWeb200</td>
<td><a href="http://www.broadinstitute.org/mpg/dapple/dapple.php">http://www.broadinstitute.org/mpg/dapple/dapple.php</a></td>
<td>not curated, confidence scoring</td>
<td>428 430</td>
<td>12 793</td>
</tr>
<tr>
<td>STRING90,139</td>
<td><a href="http://string-db.org/">http://string-db.org/</a></td>
<td>not curated, confidence scoring</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIMI107</td>
<td><a href="http://mimicnbio.org/MimiWeb/AboutPage.html">http://mimicnbio.org/MimiWeb/AboutPage.html</a></td>
<td>quality assessment and scoring</td>
<td>3.5 million</td>
<td>3.7 million</td>
</tr>
<tr>
<td>HIPPIE208</td>
<td><a href="http://cbdm.mdc-berlin.de/tools/hippie/information.php">http://cbdm.mdc-berlin.de/tools/hippie/information.php</a></td>
<td>quality assessment and scoring</td>
<td></td>
<td></td>
</tr>
<tr>
<td>iReWeb158</td>
<td><a href="http://wodaklab.org/iReWeb">http://wodaklab.org/iReWeb</a></td>
<td>quality assessment and scoring</td>
<td>~18 000 (for human)</td>
<td>~222 098 (for human)</td>
</tr>
<tr>
<td>IMID</td>
<td><a href="http://www.integrativebiology.org">www.integrativebiology.org</a></td>
<td>quality assessment and scoring</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAPPI</td>
<td><a href="http://www.ebi.ac.uk/intact/HAPPI/">http://www.ebi.ac.uk/intact/HAPPI/</a></td>
<td>quality assessment and scoring</td>
<td>2 922 202</td>
<td>32 125</td>
</tr>
<tr>
<td>HUPO</td>
<td><a href="http://www.psidev.info/groups/molecular-interactions">http://www.psidev.info/groups/molecular-interactions</a></td>
<td>quality assessment and scoring</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pathway Databases</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KEGG</td>
<td><a href="http://www.kegg.jp/">http://www.kegg.jp/</a></td>
<td>curated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reactome210</td>
<td><a href="http://www.reactome.org/">http://www.reactome.org/</a></td>
<td>curated</td>
<td>7041 (in human)</td>
<td>7460 (in human)</td>
</tr>
<tr>
<td>ConsensusPathDB511</td>
<td><a href="http://consensuspathdb.org/">http://consensuspathdb.org/</a></td>
<td></td>
<td>416 872</td>
<td>154 537</td>
</tr>
<tr>
<td>SPIKE</td>
<td><a href="http://www.cs.tau.ac.il/~spike/">http://www.cs.tau.ac.il/~spike/</a></td>
<td>curated</td>
<td>20 412</td>
<td>34 338</td>
</tr>
<tr>
<td>NCI-PID</td>
<td><a href="http://psid.nci.nih.gov/index.shtml">http://psid.nci.nih.gov/index.shtml</a></td>
<td>curated</td>
<td>9248</td>
<td></td>
</tr>
</tbody>
</table>
according to the molecule type. Different from the undirected PPI networks, interactions have a direction in pathway maps, i.e. inhibition and activation. Edge shapes are drawn according to their cellular activity where bar-ending edges represent inhibition and arrow-ending edges represent stimulation.

13. CONCLUSION

With the advancements in technology and techniques used in experiments, more and more PPI data have become available. In parallel, computational methods emerge to validate and complete the missing interactions. Consequently, large amounts of experimental and computational PPI data have been accumulated in diverse sets of databases.

In this review, we aim to introduce protein–protein interactions and provide a broad and informative survey of methods for predicting such interactions, databases available, and tools to analyze the data using various approaches. The review aims to give an unbiased view of the field. We emphasize that each method, either experimental or computational, has its own advantages/disadvantages. Apparently, a single method is limited with its reliability and coverage. It is also important to represent protein–protein interactions as networks of proteins and provide visualization and analysis tools to relate the networks to biological processes and pathways and to see how proteins coordinate in pathways. For better results hybrid approaches/metaservers are emerging for such purposes. It is clear that the community is pursuing to integrate and

Figure 12. Snapshots from the built-in visualization part of the String database.90,139 Each node represents a protein, and each edge represents the interaction between two proteins. Edges are composed of different colored lines representing the evidence of the interaction whether it is retrieved from databases or it is experimental data or obtained by text mining.

Figure 13. Insulin signaling pathway drawn with the Cytoscape network visualization tool.141 Pathway information has been obtained from the Database of Cell Signaling at Science Signaling. Nodes represent each entity in the pathway, and edges represent their interactions. These interactions can be inhibition or stimulation as the legend illustrates. Nodes have been colored according to their cellular localization.
standardize differently annotated data in an organized way defining a common data format to exchange PPI information. It will be especially important to integrate experimental and computational techniques that complement each other in an organized way.

There are many efforts toward building proteome-scale interactome. However, there are several difficulties: First, there is no clear definition of an interactome. Usually it is defined as the set of molecular interactions in an organism. However, these will change from one cell type to another even within an organism. Further, interactions are dynamic depending on the signal coming from outside sources; therefore, interactions are time and condition dependent. Additionally, proteins are in a crowded cellular environment, and they collide with each other randomly; therefore, it is not certain which interactions are “biological” and which are simply driven by diffusion in vivo. The ultimate goal is to put all these findings and data in the cellular environment, consider their interactions with different compartments in the cell, i.e., the membrane, mitochondria, and the cytoskeleton, and merge these data with their time dependence, stability, affinity, and dynamics to gain further insight into cellular mechanisms. We expect that in the future a well-defined proteome-scale map of protein interactions will be put together in high resolution obtained by the integrative approaches toward “the human interactome”.
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Importing protein-protein interaction data into databases is a critical step in understanding the biological processes that underlie cellular function. This process involves several key steps: the selection of interacting partners, the detection and validation of interactions, and the systematic integration of these interactions into large-scale databases. The selection of interacting partners is often based on experimental data, while the detection and validation of interactions can be achieved through a variety of computational and experimental methods. The systematic integration of these interactions into large-scale databases allows for the creation of comprehensive and dynamic representations of the interactome, which can be used to study the structure and function of proteins, the evolution of protein-protein interactions, and the complexes of structured characterized proteins. The integration of these interactions into large-scale databases can be achieved through the use of automated tools and algorithms, which can help to reduce the number of errors and improve the accuracy of the data. In conclusion, the integration of protein-protein interaction data into databases is a critical step in understanding the biological processes that underlie cellular function, and is essential for the development of new therapeutic strategies.


